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Stochastic-Resonance Based lterative Detection
for Serially-Concatenated Turbo Codes
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Abstract—In this letter, the concept of multiple serially- density parity-check (LDPC) codes [12], which are capable of
concatenated codes is invoked in the context of stochastic res-increasing MI between the input/output signals, upon iterating
onance (SR), where the achievable performance is improved by between multiple soft decoders. Furthermore, in [13] the

increasing noise power. More specifically, the receiver’s iterative . Ivtical tool of extrinsic inf tion t f EXIT
decoding process is characterized with the aid of extrinsic infor- semi-analytical tool of extrinsic information transfer ( )

mation transfer (EXIT) charts, such that the SR effect induced Charts was proposed for the sake of accurately predicting the
by a non-linear component is taken into account. Our simulation convergence behavior of the iterative decoding process, which
results demonstrate that although the SR demodulator's log- allows us to optimize multiple concatenated codes.

likelihood ratio (LLR) outputs are not Gaussian distributed, the Against this background, the novel contributions of this

corresponding EXIT trajectory matches the prediction from the letter are as follows. We first propose a channel-encoded
associated inner- and outer-codes’ EXIT curves, while reaching : prop

the perfect convergence point in terms of mutual information. SR system, which is capable of attaining a near-capacity
Therefore, an infinitesimally low bit-error ratio (BER) is attained ~ performance. More specifically, a serially-concatenated turbo
by appropriately designing the channel code’s parameters based code, employing the NL component of a single-comparator,

on EXIT charts. is optimized with the aid of EXIT charts. Furthermore, we

Index Terms—Comparator, EXIT chart, non-linear systems, prove that an infinitesimally low bit error ratio (BER) is
irregular codes, iterative detection, stochastic resonance. achievable by appropriately designing the channel code as
well as by providing a sufficient number of iterations amongst

|. INTRODUCTION multiple decoders. Another important finding is that our EXIT-

chart aided convergence prediction is also useful even in the

TOCHASTIC resonance (SR) is a physical phenomenoQCenario, where the system includes a NL component as well

\ hich has the potent_ial of improving the receiver’s det.e_cr;i—S additive non-Gaussian noise.
tion performance, upon increasing the power of the additive

noise contaminating the signal. Typically, such an SR effect II. SYSTEM DESCRIPTION
can be observed in non-linear (NL) systems [1]-[3]. For thege System Model
reasons, the SR is especially useful in a scenario, where ) ) i )

a small signal is corrupted by additive noise and the NL C(_)n5|der _the transmitter structure of Fig. 1, supporting
effects imposed by the receiver are intrinsically unavoidabiglultiple serially-concatenated codes, namely a channel en-
However, owing to the presence of a NL component, it &oder and a precoder. At the transmittér,information bits

a challenging task to theoretically characterize its achievatfe (* |: 1, d 7Br)] are f|rstlydchannel encoﬁed by a convolu-
performance. The seminal studies [1], [2] focused on ghiona elnco €r, having a code rate]@t;c.'lr'] e,CZIB/RCC
signal-to-noise ratio (SNR) metric in order to evaluate the sgpannel-encoded bits (i = 1,- -, C) are then interleaved by

effect in a relatively simple manner. Furthermore, in [4] [sg random interleavell. Furthermore, the interleaved bits are
it was also found that SR improves the mutual informatiopc0ded by a unity-rate convolutional (URC) chdehe coded

(MI) exchange between the input and output signals. ConsfitS are finally mapped to binary phase-shift keying (BPSK)

ering that the specific definition of SNR depends on the S¥MPOISs; € {+1,—1} (i = 1,---, C), which are transmitted

scenarios considered and that as mentioned in [3], the SNF\IQSthe receiver over gdd|t|ve(nr)10|sy channels.

not directly related to the achievable detection performance,At the receiverN signalsr; ™ (n = 1,---, N) are sampled

especially for non-Gaussian noise scenarios, it can be sBfd transmitted symba;, which are represented by

that the MI is a more suitable performance metric for the 7“1(”) —s; +mn)_ 1)

scenario considered. Note that in order to practically attain

a near-capacity performance' which may be characterized Myre S(pecifically, we assume that the real-valued additive

near-unity MI, it is necessary to incorporate a channel cotigise 7, is an identically and independently distributed

into the system. (IID) variable, which obeys the Gaussian-mixture distribution
On the other hand, to the best of our knowledge, tH&ving the probability density function (PDF) of [7]

previous SR related studies [6]-[10] only considered uncoded 1

scenarios. However, practical systems typically employ a pow- f(u:0) = Yool = 5D (= 3
erful channel coding scheme, such as turbo [11] and low- (/o + B)? (u/ 5)
u/o u/o —
Copyright (c) 2012 IEEE. Personal use of this material is permitted. X {exp [_ 2(1 _ ﬂQ) } + exp {_ 2(1 _ 52) }}’ (2)
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Source _ and RSC decodefsTo be more specific, the URC decoder
©_>C°”"°'““°”a'_. m Hs YRS L) Modulator outputs the extrinsic informatioiV%¢ in the form of LLRs
b encoder | .. encoder . . , AP
i t with the aid of the SISO MAP detector’s output§' At as well
. as of thea priori LLRs LYEC, which are fed back from the
~ convolutional decoder to the URC decoder. The extrinsic LLRs
Outer code Inner code Channels LURC are then input to the RSC decoder after deinterleaving.
— The extrinsic LLRSLEYSC are calculated at the RSC decoder,
LRse—— 5 L X" I output and are interleaved again, before being passed back to
e 171 fei] the SISO URC decoder as ttee priori information LYRC,
Convolutional URC SR X ) . Japr
T decoder N || decoder demg:’um Comparator Finally, the RSC decoder outputs the estimated hitafter I
IRSC 11 number of iterations. We note that since there isanpriori
Lape information during the first iteration, the initial values bf}°

are set to zero.
Fig. 1. The iteratively-detected transceiver structure of our RSC-coded and
unity-rate precoded SR system, employing a single comparator.
B. The Optimal MAP Detector

Let us now derive thea posteriori LLR LMAP “which is

apo !

L . c?lculated based on the optimal MAP criterion as follows:
whereo represents the standard deviation, while the value o

B is in the range ofo < 3 < 12. Here, as3 approaches IMAP _ [p(xi|8i = —1)P1} 5)
zero, f(u,o) becomes similar to the zero-mean unit-variance aroe p(xils; = +1)F
Gaussian distribution. Moreover, the corresponding cumulative ) HNf p(l,(_n)|5i =-1)
distribution function (CDF) can be formulated by =1In <> + n=l o , (6)
Fo [T p(z; 7 |si = +1)
F(u,0) = 3 LMAP LMAP
+1 ; u/o + B erf u/o— 8 3) where LMAF and LYAP represent thea priori and extrinsic
4 2(1— 3?) 2(1— B2 LLRs, while P, and P, are thea priori probabilities, which

correspond to the events ef = —1 and 1, respectively.
Then, the sampled signaié”) are passed onto the comparator Since the comparator's output is binary, its conditional
of Fig. 1, which has a threshold 6f The comparator’s outputs probability density may be expressed as

(1) (N)
;= |z; 7, ,x; | are as follows® n
x {xl i } W (n) F(6 —s;,0) (:C( ) = 0)
(n) pleils) = ) 0 F(O-s00) (@ =1) @
! 0 (r™ <0 Considering that the possible number of non-zero elements,

which are contained in the comparator’s binary outputsis

Next, the binary sequence; is input to the soft-input soft- . - .
. .__varied from0 to N, the legitimate number of the potential
output (SISO) SR demodulator of Fig. 1, where the exmns{acxtrinsic LLRsLMAP is equal to(N + 1), given the specific

information L. expressed in the form of log-likelihood ratios L
(LLRs) is calculated under the assumption of perfect know?—yStem parameters of\{ o, ). This implies that the related

edge of the standard deviation Although there are several? Pror LLR values, which are input from th_e SR. M.AP
. . detector to the URC decoder, are not Gaussian distributed
algorithms, which may be employed by the SISO detector.

. . . . . I the comparator-based scenario of Fig. 1. Nevertheless,
in this letter we adopt optimal maximumn posteriori (MAP) . . . .
detection. which is described later in Section II-B we will show later in Section Ill that the corresponding
' _ _ _ o EXIT trajectory matches the inner- and outer-EXIT curves,
Assuming that in this letter a recursive systematic copg expected for a Gaussian scenario.
volutional (RSC) code is used for the convolutional en-
coder/decoder of Fig. 1, the receiver employs iterative detec-

tion between the two SISO decoders [11], [16], i.e. the URE' EXIT-Chart Analysis
In this section, we briefly highlight the concept of EXIT

charts, which is a powerful technique used for analyzing the
2Note that additive Gaussian mixture noise has been widely adopted in &gnvergence behavior of iterative detection aided transmissions

diverse SR-related studies [3], [7]-[9]. More specifically, one of its explickased on the turbo-coding principle. For further detailed
examples is constituted by multiuser interference and impulsive noise in code-
division multiple access (CDMA) systems [15], while this Gaussian-mixture 4Since in this letter the SISO MAP detector calculates extrinsic information
framework may also be applicable to several other impulsive electromagnetifAF based on a binary input sequene, it remains unaffected by the
interference scenarios, such as automobile ignition noise, military mobpetential feedback from the URC decoder, which is referred t(L%ﬁP.
channels and indoor interference induced by mechanical switching. On the other hand, when employing multi-level constellations are input
3n order to expound a little further, we employed a comparator as a Nb the MAP detector instead of?*, its extrinsic LLR valuesLMAF also
component. However, other NL effects, such as particular NL channels dmetome affected b;c};gép. In such a scenario, iterations between the SISO
bistable-potential systems [10], can be readily applicable to our propodddP detector and the SISO URC decoder further improve the achievable
architecture. performance, as mentioned in [11].



explanations of EXIT charts, refer to [16] and the references
therein. In turbo detection, an infinitesimally low BER may 10
be attained by the iterative exchange of extrinsic Ml between
two SISO decoders, i.e. the inner and outer decoders. Since
the iterative decoding process is not linear, the prediction of
its convergence behavior is a challenging task.

The ingenious tool of EXIT charts was proposed by ten
Brink [13] for the visualization of the iterative decoding be-
havior and for the prediction of the ‘BER-cliff’ position, where
the BER suddenly drops. More specifically, the input/output
relationship of the MI at each decoder is characterized by the
EXIT chart and then their interaction assisted by the iterative
decoding process is examined without time-consuming bit- 0.0 ‘ ‘ ‘ 4
by-bit Monte-Carlo simulations. Ideally, the inner and outer 0 1 2 3 4
decoders’ EXIT curves should not intersect before the perfect Noise RMS value o
convergence point affa, Ir) = (1.0, 1.0), which leads to per-
fect extrinsic information exchange between the two decoddf§ 2. The maximum achievable rates of our RSC-coded and URC-precoded

. R system, employing a single comparator. Here, the number of samples per
of Fig. 1. The emergence of an open EXIT chart CONVergeNng&nnol was varied fronv = 1 to 5.
tunnel enables the system to achieve an infinitesimally low
BER at the corresponding SNR.

Furthermore, the maximum achievable rate may be formgsecific, this SR effect is especially beneficial for low-SNR
lated based on the inner code’s EXIT curve as follows: [16Lenarios, albeit this is achieved by sacrificing the achievable
R = RccA-log, M [bits/symbol], (8) Pperformance in the low-noise regime, as shown in Fig. 2.
By contrast, in the high-noise range @f> 1.1, an increase
where 0 < Rcc < 1 represents the RSC code’s rate angh the value ofs degraded the achievable performance, in a
0 < A <1 denotes the area under the inner decoder’s EXkimilar manner to its linear-system counterpart. Furthermore,
curve [16] MoreoverM is the number of constellation pOintS,aS expected, a h|gher number of sampﬂé%ads to a h|gher
which is fixed to M = 2 in this letter. We note that the maximum achievable rate, which is a benefit of having a higher
maximum achievable rate of Eq. (8) may be useful for the SBampling frequency. In order to provide further insights, since
aided systems, since the corresponding inner decoder’s EﬁThaIf-rate(Rcc = 0.5) channel code was employed in our
curve takes into account the effects of NL components.  simulations, the scenarios 8f = 3,4 and5 have the potential
of attaining a near-error-free performance around the noise
I1l. SIMULATION RESULTS root-mean-square (RMS) value of= 1, as shown in Fig. 2.
Furthermore, the inner- and outer-codes’ EXIT curves were

In this section, we provide our performance results ia in Fid. 3. wh ied th dard deviation f
order to characterize the proposed RSC-coded and unity-r fgwn In Fig. o, where we varie the stan_ ard deviation from
= 0.7 to 1.3 with the step of 0.2, while the number of

precoded SR scheme in the context of the single-comparator-_
based NL system. samples per symbol wa® = 3. Furthermore, we plotted

We assumed that the number of information bits per frania® OUter code’s EXIT curves, which correspond to the three
was B — 10°, while considering the three different half-& orementioned half-rate RSC codes, as well as to the EXIT

rate RSC codes, namely the length-two RSC(2,1,2) code, H‘@ectory associated withh = 1.1 and the RSC(2,1,2) code. It

length-three RSC(2,1,3) code and the length-five RSC(Z,l}['é?S_found fr(:jm Fitg. 3 tgat,aé]x?_ﬁ)_en tunnefl erPherged bet_vveefn
code, having the octal generator polynomials(6f,., G) = € Inner- and outer-codes curves for the scenario o

(3,2)s, (G, G) = (7,5)s and (G,,G) = (35,23)s, respec- o = 1.1. and the RSC(2,1,2) code. More specifically, the
tively. The threshold value of the receiver's comparator was 55%(”; tr?JeIcto;y Of_a :1 11'1 re:;glhed the pebrlfect c?nr\]/'ergetﬂce
to # = 1.5°. Furthermore, the Gaussian-mixture noise proceggIn 0 (df." E.) = ( ’d)’ V\i ne rgasplr_zlf;l(l_ly m%c ing the
was characterized by = 0.9. Additionally, the information corresponaing Inner- and outer-codes curves.

bits b; were equi-probably distributed. Finally, Fig. 4 compares the achievable BER of the channel

Firstly, Fig. 2 shows the maximum achievable rates of ogPded system corresponding to the trajectory of Fig. 3, where

arrangements, which were obtained according to Eq. (8). Heta number of iterationg was given byl = 0,5,10,20 and

the number of samples per symbol was varied fram= 1 35. As predicted from the EXIT charts of Fig. 3, a near-error-
to 5. Observe in Fig. 2 that upon increasing the standaftf® Performance was achieved aroung- 1.1 with the aid

deviationo from zero to approximately = 1.1, the maximum omh ication of hartis based on h on thaa peori

; : : : : °The application of EXIT chart is based on the assumption thaa ri
achlevable r"_ite monommca”y_ |_ncrea_sed in_each ScenarﬂER values are uncorrelated and that their PDF is Gaussian distributed [16].
which is achieved as the explicit merit of SR. To be Morgur SrR-based turbo-coded system of Fig. 1 does not apply to this, since

the legitimate number of the MAP detector’s extrinsic LLR valugéAF is
5Here, the thresholding valug was determined from our extensive simu-(N+1). However, Fig. 3 shows that the effects of the non-Gaussian distributed
lations, though it does not guarantee its optimality. The related investigatiarpriori LLR are not severe in the simulated scenarios, which still enables us
is an open issue. to predict the convergence behavior of the iterative process.
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using a single comparator [6], which acts as a 1-bit quantizer.
However, the proposed system can be readily extended to other

10 o
o g=07 [ nonlinear systems, such as a multiple-comparator based one
7 2:2 [17], which may further improve the SR performance, although

08} —o— g=13 ] the detailed investigations will be left for our future study.
—— CC,RSC(2,1,2) /
IS o IV. CONCLUSIONS
08T — trajectory, o= 11 g gl In this letter, we proposed the serially-concatenated channel-
u = o encoded arrangement of Fig. 1 in the context of SR. More
04y specifically, the concept of EXIT charts was invoked for
N analyzing the convergence behavior of iterative decoding
(/ process, while taking into consideration the effects of the
02k NL component and the non-Gaussian noise. Our simulation
results showed that an infinitesimally low BER performance
is achievable in our arrangement, as predicted from the as-
0.0 : . . . sociated EXIT charts. It was also implied that an adaptive
0.0 0.2 04 06 08 10

channel coding scheme based on the irregular code may be
useful for SR-aided NL systems, similarly to its linear-system
counterpart [16].

A

Fig. 3. EXIT charts of our RSC-coded and URC-precoded SR system,

employing a single comparator. Here, the standard deviation of Gaussian-
mixture noise was varied fromr = 0.7 to 1.3 with the step 0f0.2, while

the number of samples per symbol ws= 3. Furthermore, the outer EXIT 1
curve of half-rate length-two RSC(2,1,2), length-three RSC(2,1,3) and Iengtr{—

five RSC(2,1,5) codes were considered. We also plotted the EXIT trajector{z]
which was associated with = 1.1, the interleaver length of' = 2 x 10°

and the RSC(2,1,2) code. 3]

10° (4]
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Fig. 4. Achievable BER performance of our RSC-coded and URC-precoded
SR system, employing a single comparator. The number of iterations was
given by I = 0,5, 10,20 and 35, while the number of samples per symbol

was maintained to bé&/ = 3.
[13]

of a sufficiently high number of iterations Additionally, it [14]
is specific to the SR scheme of Fig. 1 that a so-called ‘BER
cliff’ [16] was found not only for a lows but also for a high
o, which is not observed in the classic-modem scenarios. [15]
An important implication of the above-mentioned simula-
tion results is that by adaptively matching the shape of t
outer code’s EXIT curve to that of the inner code with the aid
of irregular channel coding [16], an infinitesimally low BER
may be achieved over a wide range of SNRs. 7
In this letter, we focused our attention on the scenario of
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